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Boolean network
N = (V ,F ), where V = {v1, ..., vn} is a set of nodes and F = {f1, ..., fn}
is a set of associated Boolean functions.

At time t, node vi ∈ V can update its state by st+1(vi ) = fi (st).

{
f1 = (v1 ∧ v2) ∨ (¬v1 ∧ ¬v2)

f2 = (v1 ∧ v2) ∨ (¬v1 ∧ ¬v2)
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Update schemes:

Fully asynchronous: only one node is non-deterministically selected to
update at each time step.

Synchronous: all nodes are selected to update at each time step.

. . .
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Attractors

An attractor is a minimal non-empty set of states from which the system
cannot escape once entered.

{
f1 = (v1 ∧ v2) ∨ (¬v1 ∧ ¬v2)

f2 = (v1 ∧ v2) ∨ (¬v1 ∧ ¬v2)
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Two main types of attractors:

fixed points

cyclic attractors
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Application

Many applications in systems biology, since attractors correspond to
biological phenotypes:

new insights into the origins of diseases: cancers, SARS-CoV-2, HIV

aid the development of new drugs

starting point for many control approaches for biological systems,
which play an important role in systems medicine

Applications in many other fields:

computer science

mathematics

theoretical physics

complex systems

. . .
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Fixed points vs. cyclic attractors

To date, the analysis of fixed points remains a very useful/standard tool in
understanding the behavior of complex biological models.

in some cases the full computation of cyclic attractors remains
intractable

for many biological systems, the expected long-term behavior is not
cyclic (as in the Cell Cycle, or Circadian rhythms for instance) but
rather a stabilization to an observable phenotype

fixed points are independent of the update scheme, but cyclic
attractors are not

crucial starting point for the state-of-the-art for computing cyclic
attractors of BNs [Trinh et al., 2022]

More applications: coding theory, control theory, neural networks.
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Fixed point enumeration
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Characterization and complexity

A state s is a fixed point of N if and only if s(vi ) = fi (s) for every vi ∈ V .

The problems of detecting a fixed point and enumerating all fixed points
of a general Boolean network have been shown to be respectively NP-hard
and #P-hard [Akutsu et al., 1998].
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Limitations

The fixed point enumeration problem has attracted researchers from
various communities and many methods have been
proposed [Mori and Akutsu, 2022].

With the constant increase in model size and complexity of Boolean
update functions, the existing methods show their limitations.

State-of-the-art Bottleneck Remark

[Klarner et al., 2017] prime implicants hard to obtain + large number

[Paulevé et al., 2020] DNF + locally-
monotonic

sometimes hard to obtain + not
handle general models

[Abdallah et al., 2017] transition-based rep-
resentation

# transitions may be exponential
in the number of input nodes
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Answer set programming and systems biology
ASP [Gelfond and Lifschitz, 1988] has emerged as a powerful declarative
programming paradigm for solving complex combinatorial problems.

It has been widely applied to the field of systems
biology [Videla et al., 2015].

Naturally ASP has been quickly applied to modeling and analysis of
Boolean networks.

fixed point enumeration [Klarner et al., 2017, Abdallah et al., 2017,
Paulevé et al., 2020]

attractor enumeration [Mushthofa et al., 2014, Klarner et al., 2017,
Abdallah et al., 2017, Paulevé et al., 2020]

inference from biological data [Rocca et al., 2014, Videla et al., 2015,
Videla et al., 2017, Chevalier et al., 2020]

control [Kaminski et al., 2013, Videla et al., 2017]
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Answer set programming and systems biology

The most recent and most efficient fixed point enumeration methods all
rely on answer set programing [Klarner et al., 2017, Abdallah et al., 2017,
Paulevé et al., 2020].

=⇒ We propose two new ASP-based methods for efficiently enumerating
fixed points in a Boolean network.
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ASP-based methods for enumerating fixed
points
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Core ASP encoding
We intend to build a logic program (say P) for N such that its set of
stable models one-to-one corresponds to the set of fixed points of N .

For each node vi , we introduce two atoms pi and ni .

The below ASP rules ensure that a stable model of P corresponds to a
state of N :

← pi ∧ ni (1)

and
pi ∨ ni ← (2)

The translation from a stable model A of P to a state x of N is that for
every vi ∈ V , {

x(vi ) = 1 iff pi ∈ A,

x(vi ) = 0 iff ni ∈ A.
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Core ASP encoding

Fixed points can be characterized by the conjunction of vi ← fi and
¬vi ← ¬fi . We encode the two parts for every vi ∈ V as ASP rules.

To avoid the presence of negation, we use the Negative Normal Form
(NNF) of a Boolean function.

The NNF is obtained by recursively applying De Morgan laws until all
negations that remain are on only literals.

¬(v3 ∨ ¬(v1 ∧ v2))⇒ ¬(v3 ∨ ¬v1 ∨ ¬v2)⇒ ¬v3 ∧ v1 ∧ v2

NNF is much more efficient to obtain than DNF, CNF, or BDD.
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Core ASP encoding

vi ← fi

⇒
γ(vi )← γ(NNF(fi ))

where we define function γ as

γ(vi ) = pi

γ(¬vi ) = ni

γ(
∧

1≤j≤J

αj) = γ(α1) ∧ . . . ∧ γ(αJ)

γ(
∨

1≤j≤J

αj)= auxk

where auxk is a new auxiliary atom and for each j add the rule
auxk ← γ(αj).
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Core ASP encoding

¬vi ← ¬fi
⇒
γ(¬vi )← γ(NNF(¬fi ))

Theorem

The set of stable models of P one-to-one corresponds to the set of fixed
points of N .
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Example (written in Clingo’s syntax)

{
f1 = (v1 ∧ v2) ∨ (¬v1 ∧ ¬v2)

f2 = (v1 ∧ v2) ∨ (¬v1 ∧ ¬v2) 00

01

10

11

:− p1 , n1 . :− p2 , n2 .
p1 , n1 . p2 , n2 .

p1 :− aux1 .
aux1 :− p1 , p2 . aux1 :− n1 , n2 .
n1 :− aux2 , aux3 .
aux2 :− n1 . aux2 :− n2 .
aux3 :− p1 . aux3 :− p2 .

p2 :− aux4 .
aux4 :− p1 , p2 . aux4 :− n1 , n2 .
n2 :− aux5 , aux6 .
aux5 :− n1 . aux5 :− n2 .
aux6 :− p1 . aux6 :− p2 .

#show p1 / 0 . #show n1 / 0 . #show p2 / 0 . #show n2 / 0 .
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Example (written in Clingo’s syntax)

:− p1 , n1 . :− p2 , n2 .
p1 , n1 . p2 , n2 .

p1 :− aux1 .
aux1 :− p1 , p2 . aux1 :− n1 , n2 .
n1 :− aux2 , aux3 .
aux2 :− n1 . aux2 :− n2 .
aux3 :− p1 . aux3 :− p2 .

p2 :− aux4 .
aux4 :− p1 , p2 . aux4 :− n1 , n2 .
n2 :− aux5 , aux6 .
aux5 :− n1 . aux5 :− n2 .
aux6 :− p1 . aux6 :− p2 .

#show p1 / 0 . #show n1 / 0 . #show p2 / 0 . #show n2 / 0 .
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Example (written in Clingo’s syntax)

:− p1 , n1 . :− p2 , n2 .
p1 , n1 . p2 , n2 .

p1 :− aux1 .
aux1 :− p1 , p2 . aux1 :− n1 , n2 .
n1 :− aux2 , aux3 .
aux2 :− n1 . aux2 :− n2 .
aux3 :− p1 . aux3 :− p2 .

p2 :− aux4 .
aux4 :− p1 , p2 . aux4 :− n1 , n2 .
n2 :− aux5 , aux6 .
aux5 :− n1 . aux5 :− n2 .
aux6 :− p1 . aux6 :− p2 .

#show p1 / 0 . #show n1 / 0 . #show p2 / 0 . #show n2 / 0 .
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Example (written in Clingo’s syntax)

:− p1 , n1 . :− p2 , n2 .
p1 , n1 . p2 , n2 .

p1 :− aux1 .
aux1 :− p1 , p2 . aux1 :− n1 , n2 .
n1 :− aux2 , aux3 .
aux2 :− n1 . aux2 :− n2 .
aux3 :− p1 . aux3 :− p2 .

p2 :− aux4 .
aux4 :− p1 , p2 . aux4 :− n1 , n2 .
n2 :− aux5 , aux6 .
aux5 :− n1 . aux5 :− n2 .
aux6 :− p1 . aux6 :− p2 .

#show p1 / 0 . #show n1 / 0 . #show p2 / 0 . #show n2 / 0 .

v1 ← f1 with f1 = (v1 ∧ v2) ∨ (¬v1 ∧ ¬v2)
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Example (written in Clingo’s syntax)

:− p1 , n1 . :− p2 , n2 .
p1 , n1 . p2 , n2 .

p1 :− aux1 .
aux1 :− p1 , p2 . aux1 :− n1 , n2 .
n1 :− aux2 , aux3 .
aux2 :− n1 . aux2 :− n2 .
aux3 :− p1 . aux3 :− p2 .

p2 :− aux4 .
aux4 :− p1 , p2 . aux4 :− n1 , n2 .
n2 :− aux5 , aux6 .
aux5 :− n1 . aux5 :− n2 .
aux6 :− p1 . aux6 :− p2 .

#show p1 / 0 . #show n1 / 0 . #show p2 / 0 . #show n2 / 0 .

¬v1 ← ¬f1 with ¬f1 = (¬v1 ∨ ¬v2) ∧ (v1 ∨ v2)
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Example (written in Clingo’s syntax)

:− p1 , n1 . :− p2 , n2 .
p1 , n1 . p2 , n2 .

p1 :− aux1 .
aux1 :− p1 , p2 . aux1 :− n1 , n2 .
n1 :− aux2 , aux3 .
aux2 :− n1 . aux2 :− n2 .
aux3 :− p1 . aux3 :− p2 .

p2 :− aux4 .
aux4 :− p1 , p2 . aux4 :− n1 , n2 .
n2 :− aux5 , aux6 .
aux5 :− n1 . aux5 :− n2 .
aux6 :− p1 . aux6 :− p2 .

#show p1 / 0 . #show n1 / 0 . #show p2 / 0 . #show n2 / 0 .

f2 = f1 = (v1 ∧ v2) ∨ (¬v1 ∧ ¬v2) ⇒ similar ASP rules for node v2
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Example (written in Clingo’s syntax)

:− p1 , n1 . :− p2 , n2 .
p1 , n1 . p2 , n2 .

p1 :− aux1 .
aux1 :− p1 , p2 . aux1 :− n1 , n2 .
n1 :− aux2 , aux3 .
aux2 :− n1 . aux2 :− n2 .
aux3 :− p1 . aux3 :− p2 .

p2 :− aux4 .
aux4 :− p1 , p2 . aux4 :− n1 , n2 .
n2 :− aux5 , aux6 .
aux5 :− n1 . aux5 :− n2 .
aux6 :− p1 . aux6 :− p2 .

#show p1 / 0 . #show n1 / 0 . #show p2 / 0 . #show n2 / 0 .

Exclude auxiliary atoms from stable models.
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Example (written in Clingo’s syntax)

:− p1 , n1 . :− p2 , n2 .
p1 , n1 . p2 , n2 .

p1 :− aux1 .
aux1 :− p1 , p2 . aux1 :− n1 , n2 .
n1 :− aux2 , aux3 .
aux2 :− n1 . aux2 :− n2 .
aux3 :− p1 . aux3 :− p2 .

p2 :− aux4 .
aux4 :− p1 , p2 . aux4 :− n1 , n2 .
n2 :− aux5 , aux6 .
aux5 :− n1 . aux5 :− n2 .
aux6 :− p1 . aux6 :− p2 .

#show p1 / 0 . #show n1 / 0 . #show p2 / 0 . #show n2 / 0 .

One stable model {p1, p2} ∼ fixed point 11
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Problem with source nodes

Node vi ∈ V is called a source node if and only if fi = vi .

The number of fixed points of a Boolean network may be extremely large
if it has many source nodes. Might be exponential in the number of source
nodes.

In the core encoding as well as those of the state-of-the-art methods, a
resulting stable model always corresponds to a single fixed point.

A bottleneck in number of source nodes =⇒ new method to overcome this
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New method

{
f1 = v1

f2 = v1 ∨ v2 00

01

10

11

Fixed point Stable model

00 {n1, n2}
01 {n1, p2}
11 {p1, p2}
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New method

Fixed point Stable model

00 {n1, n2}
01 A1 = {n1, p2}
11 A2 = {p1, p2}
⇒ 01, 11 A = {p1, n1, p2}

Our main idea is to group two stable models A1 and A2 of P into a
Herbrand model A if they only differ in the atoms corresponding to a
source node.

We add A to the set of stable models of P, and then repeat the grouping
process until there is no new stable model.

A covers all the fixed points represented by the two stable models
constituting it. ⇒ maximal set-inclusion stable models.
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New method

We adjust the core encoding to make the above approach fully automated
in the ASP solver.

removing the condition ← pi ∧ ni

adding choice rules for only atoms corresponding to source nodes
(i.e., pi ← not not pi and ni ← not not ni ) ⇒ making A to be a
stable model

Theorem

The set of maximal set-inclusion stable models of P fully covers all fixed
points of the Boolean network.
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Post-processing

A stable model can be group-able with multiple ones, thus one fixed point
can belong to multiple maximal set-inclusion stable models.

A binary decision diagram to symbolically represent the set of maximal
set-inclusion stable models.

Meta result for further analysis based on symbolic operators:

list all fixed points if needed

count the number of fixed points

return the set of fixed points of the BN restricted by a given
combination of values on source nodes

. . .
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Experiments
Python tool fASP1. ASP solver = Clingo2

Our methods:

fASP-conj: the core encoding

fASP-src: modification to handle the case of many source nodes,
cannot control the maximum number of resulting fixed points

State-of-the-art methods:

PyBoolNet [Klarner et al., 2017]

mpbn [Paulevé et al., 2020]

AN-ASP [Abdallah et al., 2017]

FPCollector [Aracena et al., 2021]: cannot control the maximum
number of resulting fixed points

1https://github.com/giang-trinh/fASP
2https://github.com/potassco/clingo
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Datasets

BBM repository3:

a collection of real-world Boolean models from various sources used in
systems biology

211 models, peaking at 321 nodes and 133 source nodes

Pseudo-random models:

structurally similar to the real-world models in the BBM repository

400 pseudo-random models ranging from 1000 to 5000 nodes and 127
to 1171 source nodes

3https://github.com/sybila/biodivine-boolean-models
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Results on real-world models
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1000 first fixed points
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1000 first fixed points
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fASP-conj

AN-ASP and fASP-conj are comparable and they
vastly outperform PyBoolNet and mpbn.
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1000 first fixed points
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fASP-conj

In particular, AN-ASP could not handle one model
but fASP-conj could handle it within 10s.
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All fixed points
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All fixed points
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fASP-src

AN-ASP and fASP-conj are still comparable and
they vastly outperform FPCollector, PyBoolNet,
and mpbn.
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All fixed points

0.5 1 2 5 10 20 50 120 600
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Time limit (s)
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PyBoolNet
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AN-ASP

FPCollector
fASP-conj
fASP-src

fASP-src solved more models than all the other
methods on every time limit. The difference is large
from the time limit of 20s.
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Results on pseudo-random models
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1000 first fixed points

0.5 1 2 5 10 20 50 120
0

100

200

300

400

Time limit (s)

M
o

d
el

s
so

lv
ed

PyBoolNet
mpbn
AN-ASP

fASP-conj

PyBoolNet could handle no model. It always failed
at the phase of computing prime implicants.
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1000 first fixed points
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mpbn
AN-ASP

fASP-conj

AN-ASP could handle very few models. In most
models, the number of transitions of the corre-
sponding automata network is very large.
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1000 first fixed points
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fASP-conj

Interestingly, mpbn could handle more models than
AN-ASP. All 400 models are locally-monotonic.
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1000 first fixed points

0.5 1 2 5 10 20 50 120
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Time limit (s)
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PyBoolNet
mpbn
AN-ASP

fASP-conj

fASP-conj is the best method as it vastly outperforms the
three other methods for every time limit.
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All fixed points

For every model, all the compared methods failed to obtain all the fixed
points as they quickly met the out of memory error.

The reason is that the number of all fixed points (even stable models for
the fASP-src method) is actually too large due to a lot of source nodes
(> 100).

Room for improvement.

Van-Giang Trinh Efficient enumeration of fixed points in complex Boolean networks using answer set programmingNovember 30, 2023 25 / 50



Conclusion

Fixed points are important and standard in Boolean network analysis.

Two new methods based on ASP for enumerating fixed points in Boolean
networks: fASP-conj and fASP-src.

Main advantages:

Both rely on NNFs of Boolean functions, which are much more
efficient to obtain than other representations used by previous
methods (e.g., prime implicants, DNFs, automata networks).

fASP-src provides a more compact representation of the results
based on BDDs, which can give both memory and run-time benefits.
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Conclusion

fASP-conj and fASP-src vastly outperform all the state-of-the-art
methods.

In particular, fASP-src shows its superiority to all the other methods in
enumerating all the fixed points of models with many source nodes.
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Conclusion

Whereas fASP-src makes use of the unique characteristics of ASP (it
doesn’t map directly to SAT), it is possible to build an SAT version for
fASP-conj.

Use a polynomial transformation like our conjunctive ASP encoding or
Tseitin’s transformation, but this introduces auxiliary variables.

Multiple redundant models may encode the same fixed point.

A step to eliminate redundant SAT models is therefore necessary to
guarantee the correctness and this would add complexity to the SAT
approach.
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Future work

Implement the SAT version of fASP-conj and evaluate its performance on
the set of models used in this work.

=⇒ Help to get more insights into our encodings in the sense of resolution
techniques (SAT/ASP)
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Future work

Boolean network models of biological systems usually contain many source
nodes, which might be hard to avoid in the modeling
process [Aghamiri et al., 2020].

However, systems biologists usually do not want to obtain many solutions
(i.e., fixed points), less is more preferred.

=⇒ Improve our second method to handle models with more source
nodes, but focus on further biologically meaningful analysis from the
symbolic representation of all fixed points.
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Future work

Extend the proposed methods to those for computing minimal trap spaces
of Boolean networks [Klarner et al., 2017], which are more general than
fixed points and useful approximations for attractors in Boolean networks.

Van-Giang Trinh Efficient enumeration of fixed points in complex Boolean networks using answer set programmingNovember 30, 2023 27 / 50



Thank you for your attention!
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Details of next steps
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Issue of many source nodes

Boolean network models of biological systems usually contain many source
nodes, which might be hard to avoid in the modeling
process [Aghamiri et al., 2020].

However, systems biologists usually do not want to obtain many solutions
(i.e., fixed points), less is more preferred.

=⇒ Improve our second method to handle models with more source
nodes, but focus on further biologically meaningful analysis from the
symbolic representation of all fixed points.

=⇒ Discuss this with systems biologists to expose which analysis should
be considered.
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Fixed points, trap spaces, and attractors

{
f1 = (v1 ∧ v2) ∨ (¬v1 ∧ ¬v2)

f2 = (v1 ∧ v2) ∨ (¬v1 ∧ ¬v2)

Boolean network
00

01

10

11

ATG(N )

00

01

10

11

STG(N )

Fixed points and trap spaces are independent of the employed update
scheme. Fixed points ⊆ minimal trap spaces.

Attractors are dependent of the employed update scheme. Minimal trap
spaces are an approximation of attractors.
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Enumeration of minimal trap spaces

Existing methods have computational bottlenecks as those for fixed point
enumeration.

pyboolnet [Klarner et al., 2017]: prime implicants

biolqm [Chaouiya et al., 2013]: BDDs, filtering process

mpbn [Paulevé et al., 2020]: DNF, non-locally-monotonicity

trappist4: Petri nets, BDDs

=⇒ Extend our encodings to handle minimal trap space enumeration.

=⇒ Focus on the case of many source nodes as the number of minimal
trap spaces is exponential in the number of source nodes.

Non-trivial!

4Trinh, V. G., Benhamou, B., & Soliman, S. (2023). Trap spaces of Boolean networks are
conflict-free siphons of their Petri net encoding. Theoretical Computer Science, 971, 114073.
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Enumeration of attractors

More difficult in general and dependent of the employed update scheme.

Fully asynchronous update: existing methods [Klarner et al., 2017,
Abdallah et al., 2017, Mizera et al., 2018, Giang et al., 2022,
Benes et al., 2021, Rozum et al., 2022, Trinh et al., 2022] have their own
bottlenecks.

Synchronous update: existing
methods [Zhang et al., 2007, Dubrova and Teslenko, 2011,
Zheng et al., 2013, Yuan et al., 2019, Mori and Akutsu, 2022] have their
own bottlenecks.

A real challenge!
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Short-term plan

Contribute to the theory of Boolean networks.

Study deeply relations between strucuture and dynamics.

Study deeply the effect of update schemes on dynamics of Boolean
networks.

Study model reduction techniques.
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Short-term plan

Develop efficient methods for analysis of Boolean networks.

computation of fixed points and trap spaces

computation of attractors: synchronous vs. asynchronous

control of Boolean networks
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Short-term plan

Apply to studying specific real-world models.

construct and analyze Boolean models of breast cancer5

5Sgariglia, D., Conforte, A. J., Pedreira, C. E., Vidal de Carvalho, L. A., Carneiro, F. R. G.,
Carels, N., & Silva, F. A. B. D. (2021). Data-Driven Modeling of Breast Cancer Tumors Using
Boolean Networks. Frontiers in big Data, 4, 656395.
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Multi-valued networks

A Multi-Valued Network (MVN) is a tuple M = 〈V ,K ,F 〉 where:

V = {v1, . . . , vn} is the set of nodes. We use vi to denote both the
node vi and its associated integer variable.

K = {K1, . . . ,Kn} is the set of intervals of integers. Interval Ki (or
Kvi ) denotes the possible values of node vi (i.e., the domain of vi ).
Note that it is possible that |Ki | 6= |Kj |, i 6= j . In the literature, it is
conventionally assumed that Ki = {0, . . . , |Ki | − 1}.
F = {f1, . . . , fn} is the set of update functions. Each update function
fi is associated with node vi and satisfies fi :

∏n
j=1 Kj 7→ Ki .

Having only two levels of activation is sometimes not enough to fully
capture the dynamics of real-world biological systems

=⇒ crucial need for multi-valued networks, a generalization of Boolean
networks
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Multi-valued networks

Different formats for representing update functions:

Any combination of inequalities (SBML)6

Interval arithmetic (BMA)7

6Chaouiya, C., Bérenguier, D., Keating, S. M., Naldi, A., Van Iersel, M. P., Rodriguez, N., ...
& Helikar, T. (2013). SBML qualitative models: a model representation format and
infrastructure to foster interactions between qualitative modelling formalisms and tools. BMC
Systems Biology, 7(1), 1-15.

7Benque, D., Bourton, S., Cockerton, C., Cook, B., Fisher, J., Ishtiaq, S., ... & Vardi, M. Y.
(2012). BMA: Visual tool for modeling and analyzing biological networks. In Computer Aided
Verification: 24th International Conference, CAV 2012 (pp. 686-692).
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General and unitary MVNs

General semantics:
vi (t + 1) = fi (v(t))

Unitary semantics:

vi (t + 1) =


vi (t) if vi (t) = fi (v(t))

vi (t) + 1 if vi (t) < fi (v(t))

vi (t)− 1 if vi (t) > fi (v(t))
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Example

V = {v1, v2}

K1 = {0, 1}, K2 = {0, 1, 2}

F =



f1 =

{
0 if [v1 = 0] ∨ [v2 = 0],

1 otherwise.

f2 =


0 if [v2 = 2],

1 if [v1 = 1 ∧ v2 ≤ 1] ∨ [v1 = 0 ∧ v2 = 1],

2 otherwise.
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Example

Fully asynchronous update scheme

[0 0]

[0 1]

[0 2]

[1 0]

[1 1]

[1 2]

General STG

[0 0]

[0 1]

[0 2]

[1 0]

[1 1]

[1 2]

Unitary STG
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Knowledge gaps

Despite the importance of MVNs, only limited progress has been made on
developing theories, analysis methods, and tools that can support them.
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Knowledge gaps

Lacking the concept of trap spaces for MVNs.

Current supporting methods for MVNs cannot handle large and complex
models.
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Knowledge gaps

A popular research direction is to convert an MVN to a Boolean network
with similar dynamical behaviour, then applying the rich set of analysis
methods/tools designed for Boolean networks.

general unitary

asynchronous no yes
synchronous no no

The encoding may even hinder the efficiency of the Boolean network
methods/tools.

=⇒ direct and efficient methods for MVNs
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Trap spaces

Trinh, V.-G., Benhamou, B., Henzinger, T., & Pastva, S. (2023). Trap
spaces of multi-valued networks: Definition, computation, and
applications. ISMB/ECCB 2023.

A sub-space m of an MVN M = 〈V ,K ,F 〉 is a mapping m that assigns
each node of M to a non-empty subset of Ki , i.e.,

m(vi ) ⊆ Ki ,m(vi ) 6= ∅,∀vi ∈ V .

A sub-space m of an MVN M is a trap space of M if it is also a trap set
of the state transition graph.

Trap spaces of an MVN are independent of its update scheme, but
dependent of its semantics.
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Trap spaces

Minimal trap spaces

[0 0]

[0 1]

[0 2]

[1 0]

[1 1]

[1 2]

General STG:

m1 = {0}{1}
m2 = {1}{1}
m3 = {0}{0, 2}

[0 0]

[0 1]

[0 2]

[1 0]

[1 1]

[1 2]

Unitary STG:

m1 = {0}{1}
m2 = {1}{1}
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Siphon-based method
Enumerate trap spaces by enumerating conflict-free siphons of the Petri
net encoding8.

p0
1

p1
1

p0
2

p1
2

p2
2

t1
1

t1
2

t2
2

t3
2

General Petri net:

m1 = {0}{1} ∼ {p1
1 , p

0
2 , p

2
2}

m2 = {1}{1} ∼ {p0
1 , p

0
2 , p

2
2}

m3 = {0}{0, 2} ∼ {p1
1 , p

1
2}

p0
1

p1
1

p0
2

p1
2

p2
2

t1
1

t1
2

t2
2

t3
2

Unitary Petri net:

m1 = {0}{1} ∼ {p1
1 , p

0
2 , p

2
2}

m2 = {1}{1} ∼ {p0
1 , p

0
2 , p

2
2}

8Trinh, V.-G., Benhamou, B., Henzinger, T., & Pastva, S. (2023). Trap spaces of
multi-valued networks: Definition, computation, and applications. ISMB/ECCB 2023.
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Siphon-based method

Disadvantages:

Require to build the Petri net encoding, which might be expensive

Possibly large number of transitions ⇒ too many ASP rules

Use disjunctive rules and choice rules

=⇒ Need a more efficient method!

Non-trivial due to the complexity in representations of update
functions!
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Long-term plan

Contribute to the theory of MVNs.

Define new concepts and study their properties (e.g., trap spaces,
succession diagrams)

Study deeply relations between MVNS and Boolean networks
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Long-term plan

Develop direct and efficient methods for analysis of MVNs.

computation of fixed points and trap spaces

computation of attractors: synchronous vs. asynchronous

control of MVNs
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Long-term plan

Apply to studying specific real-world models.

explore viable therapeutic interventions in a large computational
model of breast cancer through the lens of synchronous attractors8

=⇒ more reliably interpret the model by focusing on trap spaces
instead9

8Kreuzaler, P., Clarke, M. A., Brown, E. J., Wilson, C. H., Kortlever, R. M., Piterman, N., ...
& Fisher, J. (2019). Heterogeneity of Myc expression in breast cancer exposes pharmacological
vulnerabilities revealed through executable mechanistic modeling. Proceedings of the National
Academy of Sciences, 116(44), 22399-22408.

9Trinh, V.-G., Benhamou, B., Henzinger, T., & Pastva, S. (2023). Trap spaces of
multi-valued networks: Definition, computation, and applications. ISMB/ECCB 2023.
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